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Abstract

Statically typed languages with Hindley-Milner polymorphism have long been compiled using inefficient and fully boxed data representations. Recently, several new compilation methods have been proposed to support more efficient and unboxed multi-word representations. Unfortunately, none of these techniques is fully satisfactory. For example, Leroy’s coercion-based approach does not handle recursive data types and mutable types well. The type-passing approach (proposed by Harper and Morrisetti) handles all data objects, but it involves extensive runtime type analysis and code manipulations.

This paper presents a new flexible representation analysis technique that combines the best of both approaches. Our new scheme supports unboxed representations for recursive and mutable types, yet it only requires little runtime type analysis. In fact, we show that there is a continuum of possibilities between the coercion-based approach and the type-passing approach. By varying the amount of boxing and the type information passed at runtime, a compiler can freely explore any point in the continuum—choosing from a wide range of representation strategies based on practical concerns. Finally, our new scheme also easily extends to handle type abstractions across ML-like higher-order modules.

1 Introduction

Statically typed languages with Hindley-Milner polymorphism [8] have long been compiled using inefficient and fully boxed data representations. Under these implementations, all program variables, function closures, function parameters, and record fields are uniformly represented in exactly one word. If the natural representation of a value does not fit into one word, the value is boxed (e.g., allocated on the heap) and the pointer to this boxed object is used instead. For example, in the following ML code,
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fun quad (f, x) = let val z = f(f(f(x))))
       in (z::z::nil)
         end
val p = (1.7, 3.1)
fun mv (x, y) = (x + 3.1, y + 2.7)

function quad is a polymorphic function with type \( \forall \alpha. (((\alpha \rightarrow \alpha) \rightarrow \alpha) \rightarrow \alpha \text{ list}) \); all of the four calls to \( f \) inside quad must use the most conservative calling conventions—passing \( x \) as a single-word object. Value \( p \) is a pair of floats, but since it might be passed to polymorphic functions and treated as objects of type \( \alpha \rightarrow \alpha \), its entire data structure is fully boxed at each layer (see Figure 1a). Similarly, though function \( mv \) has monomorphic type \((\text{real} \rightarrow \text{real}) \rightarrow (\text{real} \rightarrow \text{real})\), it cannot use any special calling conventions; not only it is represented as a boxed closure, but its arguments and return results must be assumed as fully boxed as well (see Figure 1a). Uniform full boxing does implement polymorphism correctly, but it has two major drawbacks: first, because of the boxing, monomorphic code runs much slower than those written in C or assembly languages; second, since all data objects must be fully boxed, the interoperability with low-level C or assembly code is difficult and inefficient.

Xavier Leroy [19] recently presented a representation analysis technique that does not always require variables be boxed in one word. In his scheme, monomorphic objects such as \( p \) and \( mv \) can use efficient unboxed representations (see Figure 1b): value \( p \) can stay in two floating-point (FP) registers and function \( mv \) can freely pass the arguments and return the results in two FP registers. When monomorphic objects are passed to polymorphic contexts (as in \( \text{quad}(mv, p) \)), they are coerced back into fully boxed representations. Leroy's technique, unfortunately, does not handle recursive datatypes and mutable types well. Coercions on large data structures are impractical because the cost of the copying often outweighs the benefits of unboxed representations [19, 14]. More seriously, mutable data structures such as arrays cannot be copied or coerced; if we make a copy of the value to box the components, then updates to the copy will not be reflected in the original array and vice versa. As a result, values such as lists and arrays must still use fully boxed
representations, even when they are not inside polymorphic contexts.

Harper and Morrisett [14, 24] later solved this problem on recursive and mutable types using a type-passing approach. Under their scheme, data objects (including lists and arrays) are kept “unboxed” all the time, even inside polymorphic contexts. Polymorphism is not implemented through coercions, but by using runtime type analysis and code manipulations. For example, function quad is implemented with an extra runtime type parameter α; all primitive operations inside quad (e.g., function call f(x), list cons z :: nil) must analyze the type (α) at runtime in order to select and dispatch to the appropriate code to manipulate unboxed objects. The type-passing approach is still not satisfactory, for the following reasons:

- Although monomorphic code can fully take advantages of the unboxed representations, polymorphic code becomes much slower than the full-boxing approach. In fact, all primitive operations inside polymorphic contexts are no longer primitive: simple function calls (or returns) and record operations (e.g., creation, selection, list cons) now become either indirect procedure calls or large typerec switches [24]. Compiler optimizations such as type specialization may eliminate part of these overheads, but they can lead to code explosions or excessively long compile time.

- A more severe problem, also called the vararg problem (see [24, page 216 and 175] for details), is the implementation of function definitions and function calls with arguments of unknown types (e.g., the application of f inside quad). The challenge is to simulate the advanced calling conventions based on the runtime type information (since the actual f may use any calling conventions). For machines with k argument registers (including FP registers), this would require $2^k$ cases (e.g., entrant code, coercions) to deal with all the possible calling conventions [24]. Actually, modern compilers often use even more elaborate calling conventions [5, 17]—making the above simulation virtually impossible. Of course, one could always resort to runtime code generation [18, 4, 9] or simply use a very restricted set of calling conventions [24], but then, either the cost is too expensive or the interoperability suffers.

This paper presents a new flexible representation analysis technique that combines the best of both the coercion-based and the type-passing approaches. Our new scheme supports unboxed representations for recursive and mutable types, yet it only requires little runtime type analysis. Our idea is simple: we avoid the heavy-weight runtime type manipulations by boxing all polymorphic values; however, instead of doing full boxing as in the coercion-based approach [19], we use the simply boxed representation (see Figure 1c) or other partially boxed representations (see Figure 1d). Intuitively, a simply boxed object just boxes the top layer of the data structure so that the entire object can be referenced as a single-word pointer. Simple boxing is generally much cheaper than full boxing, and most of the time, it is just an identity function because the natural representations of many “unboxed” objects (e.g., lists, closures, records, arrays) are already simply boxed. Simple boxing solves the problem of recursive and mutable types because any simply boxed object can be easily unboxed (at the top layer) before being cons-ed onto lists or put inside arrays.

Simple boxing is trickier to implement than full boxing because the coercion may also rely on runtime type information. For example, coercing an object of type β * γ into type α would involve first unboxing the β and γ fields, and then pairing them up based on the actual types β and γ have at runtime.

More interestingly, there is a continuum of freedom between the coercion-based and the type-passing approaches: by varying the amount of boxing and the type information passed at runtime, a compiler can freely explore any point in the continuum, choosing from a wide range of representation strategies as the canonical boxed form. This flexibility is particularly nice because one can trade boxing with runtime type manipulations on the per-tycon (i.e., type constructor) basis. For example, using the partially boxed representation shown in Figure 1d, we can completely eliminate the vararg problem in the type-passing approach (see later sections for more details).
The main contributions of this paper are:

- Among all the known coercion-based approaches [19, 26, 27, 15, 32, 35], our scheme is the first to successfully solve the open problem on recursive and mutable types.

- Unlike the type-passing approaches [25, 14, 24, 33], our scheme requires little runtime type analysis, even for the heavily polymorphic programs.

- Our scheme is very flexible because a compiler can trade boxing with runtime type analysis on the per-tycon basis. In Section 3, we present a formal framework and a set of axioms that precisely characterize this trade-off.

- By choosing partially boxed representations (e.g., Figure 1d) as the canonical boxed form, our scheme can completely eliminate the nasty vararg problem.

- We extend Leroy’s representation analysis to a predicative variant of the polymorphic \( \lambda \)-calculus \( F_\omega \) [10, 28]. We show that our technique works for both the ML-style polymorphism and the \( F_\omega \)-like higher-order polymorphism.

- We show how easily our scheme can be extended to handle type abstractions across ML-like higher-order modules [22, 21, 11, 20].

- We show that with a simple twist based on the parametricity property, most runtime type manipulations in our scheme can be eliminated.

- We have implemented our scheme (with partially boxed representations) in an experimental version of the SML/NJ compiler [3, 32]. Preliminary measurements show that code involving recursive and mutable types gets significant speedup while normal polymorphic code remains almost as efficient as before.

In the rest of this paper, we first give an informal presentation of the main idea. We then formalize the presentation and give several major theorems about our flexible approach. We also show how to extend our
scheme to handle the entire ML language [22]. Finally, we discuss the experimental results, the related work, and then conclude.

2 Informal Development

In this section, we present a series of examples in which we illustrate both previous approaches and our flexible approach to the implementation of polymorphism.

![Figure 3: Coercion Must Commute with Type Instantiations](image)

2.1 Canonical boxed form

The key to the implementation of polymorphism lies on how to define the canonical boxed form: given a polymorphic object of type $\alpha$ (a single type variable), what should its representation be like? Of course, the representation depends on the actual instantiation of $\alpha$. So assume $\alpha$ is instantiated into type $\tau$, how do we represent such a value of type $\tau$?

Canonical boxed form used in all the coercion-based approaches is indeed always boxed. That is, it can be handled as a single-word object. This dramatically simplifies the implementation of polymorphism, because all objects of type $\alpha$ can be manipulated in the same way regardless of what $\alpha$ really is. For example, primitive operations such as function applications and record operations can all be inlined at compile time: a value of type $\alpha \times \beta$ can be built by simply creating a two-word record, each containing the corresponding boxed value, and so on. In type-passing approaches, the “canonical boxed form” is not always boxed, so it may not fit in one word; this makes all polymorphic primitive operations dependent on runtime types.

Once the canonical boxed form is decided, two primitive coercion functions can be defined: $\text{wrap}[\tau]$ converts a value of type $\tau$ from its natural unboxed form into the corresponding canonical boxed form—simulating a value of type $\alpha$; $\text{unwrap}[\tau]$ does the reverse.

Coercions for more complicated types can be inductively defined based on these two primitive coercions (see Section 3.5 or Leroy [19] for more details). For example, to implement the function application $\text{quad}(\text{mv}, p)$ defined earlier, $\text{mv}$ is coerced from $(\text{real} \times \text{real}) \rightarrow (\text{real} \times \text{real})$ to $\alpha \rightarrow \alpha$ as follows (assuming a call-by-value semantics):

$$mv' = \lambda y : \alpha. \text{wrap}[\tau \times \tau](\text{mv}(\text{unwrap}[\tau \times \tau](y))$$
then \( p \) is coerced into \( p' = \text{wrap}[r\ast r](p) \), and the function call to \( \text{quad}(mv', p') \) is performed.

Coercion-based approaches would have worked nicely if all data objects were coercible. Unfortunately, many commonly used objects are incoercible. Coercions on large data structures are impractical because the cost of the copying often outweighs the benefits of unboxed representations [19]. More seriously, mutable data structures such as arrays cannot be copied or coerced; if we make a copy of the value to box the components, then updates to the copy will not be reflected in the original array and vice versa. Therefore, all coercions on recursive and mutable objects must be treated as identity functions.

In the earlier example, the result of \( \text{quad}(mv', p') \) should be coerced from a list to \((\text{real} \ast \text{real})\) list. But since this is too expensive, the list is not coerced. This forces all lists of type \((\text{real} \ast \text{real})\) list to use same representations as those for \( \alpha \) list, \((\beta \ast \gamma)\) list, or \((\beta \ast \text{real})\) list, etc., since they can all possibly be instantiated into \((\text{real} \ast \text{real})\) list.

For this reason, all previous coercion-based approaches use full boxing as the canonical boxed form. Unlike other monomorphic values, monomorphic lists such as \((\text{real} \ast \text{real})\) list and arrays must always use the fully boxed representations as shown in Figure 2a.

### 2.2 Simply boxed representations

Our main idea is to use the simply boxed or partially boxed representations as the canonical boxed form. Simple boxing just boxes the top layer of a data structure. For example, simple boxing of the value \( p \) would just build a flat vector of floats (see Figure 1c). Under simple boxing, application of \( \text{quad}(mv', p') \) would return a simply boxed list as shown in Figure 2b.

It is easy to simply box monomorphic values such as \( \text{real} \ast \text{real} \), but what about polymorphic values such as \( \beta \ast \gamma \), or \( \beta \ast \text{real} \), or \( \text{real} \ast \gamma \)? More generally, how to define \( \text{wrap}[\tau] \) and \( \text{unwrap}[\tau] \) if \( \tau \) contains type variables?

One could attempt to box \( \beta \ast \text{real} \) by treating \( \beta \) as a single word. This does not go very far. Consider the following ML code:

\[
\begin{align*}
\text{fun foo}(x, y) & = (x, y+3.0) :: \text{nil} \\
\text{fun bar}(x, y) & = (x+3.0, y) :: \text{nil}
\end{align*}
\]

Here, \( \text{foo} \) has type \( \forall \beta. (\beta \ast \text{real}) \rightarrow (\beta \ast \text{real})\) list and \( \text{bar} \) has type \( \forall \gamma. (\text{real} \ast \gamma) \rightarrow (\text{real} \ast \gamma)\) list. The list \( \text{cons} \) operation \( :: \) has type \( \forall \alpha. (\alpha \ast \alpha) \rightarrow \alpha \) list, so the pairs inside \( \text{foo} \) and \( \text{bar} \) will be coerced by either \( \text{wrap}[\beta \ast \text{real}] \) or \( \text{wrap}[\text{real} \ast \gamma] \) before being \( \text{cons} \)-ed onto the empty list. Figure 3 shows the corresponding coercions inserted when we apply \( \text{foo} \) and \( \text{bar} \) to \( p \).

Clearly, neither produces the simply boxed list. The correct definition of \( \text{wrap}[\beta \ast \text{real}] \) (or \( \text{wrap}[\text{real} \ast \gamma] \)) is, of course, to first \( \text{uncover} \) (unbox) the \( \beta \) or \( \gamma \) field and then build the exact same vector as in Figure 1c. The “uncover” operation does not have to be done recursively because by invariant, \( \beta \) is already in the simply boxed form. Uncovering does require the use of runtime type information (the actual type of \( \beta \)); this is realized in the same way as in the type-passing approach [14].

One important insight we get here is that a boxing scheme can serve as a valid canonical boxed form only if it commutes with the type instantiation relations. A type variable \( \alpha \) can be instantiated into either \( \beta \ast \text{real} \) or \( \text{Real} \ast \gamma \), then further into \( \text{real} \ast \text{real} \); whichever path it takes, the two resulting boxed forms (and their corresponding coercions) must be equivalent (see Section 3.5 for the details).
In most compilers, data structures like lists often use the simply boxed form as their default monomorphic representations. This fits extremely well with simple boxing because most common list functions (e.g., `cons`, `map`, `fold`, `length`, `append`) remain as efficient as they could be. For example, in the following ML code:

```ml
fun map f l = let fun m (a::r) = (f a) :: (m r)
    | m nil = nil
    in m l
    end

val z = [(4.5, 3.1), (4.3, 2.0), ...]
val nz = map mv z
```

Here `map` has type `\forall \alpha \beta. (\alpha \rightarrow \beta) \rightarrow (\alpha \text{ list} \rightarrow \beta \text{ list})`, so function `mv` is coerced into `mv'` (defined before in Section 2.1). List `z` is incoercible, so it is not coerced. When the internal loop `m` traverses the list, the only invariant it requires is that every element be a single-word pointer. Simple boxing does satisfy this invariant, so no extra coercions or runtime type analysis are necessary.

There are cases where simple boxing requires more coercions than full boxing. These situations are often less common, and when they occur, the coercions are always kept at the minimum. For example, when applying the following function `unzip`, which has type `\forall \alpha \beta. (\alpha \times \beta) \text{ list} \rightarrow \alpha \text{ list} \times \beta \text{ list}`, to the simply boxed list `z` in Figure 2b,

```ml
fun unzip l = let fun h((a,b)::r, u, w) = h(r, a::u, b::w)
    | h(nil, u, w) = (rev u, rev w)
    in h(l,nil,nil)
    end
```

the only coercion necessary occurs when applying the `::` projection to `(a,b)::r` where each list element (a flat float vector) is coerced into a standard boxed record of type `\alpha \times \beta` (through `unwrap[\alpha \times \beta]`).

Simple boxing also supports flat lists as shown in Figure 2c and flat arrays easily because any simply boxed object can be uncovered at the top layer only\(^1\) and then be `cons`-ed onto lists or put inside arrays. Of course, all polymorphic list and array primitives will now become partially dependent on the runtime types.

### 2.3 Partially boxed representations

One problem with simple boxing is that their primitive coercions, `wrap[\tau]` and `unwrap[\tau]`, may also run into the nasty varargs problem encountered in the type-passing approach. Fortunately, by using the partially boxed representations (such as the one in Figure 1d) as the canonical boxed form, we can completely avoid this problem. Partial boxing here is similar to simple boxing, except it also maintains the invariant that all function arguments and results are also partially boxed into a single word.

Under partial boxing, coercions on unknown function types never depend on runtime types. For example, under simple boxing, `wrap[\alpha \rightarrow \beta]` would need to uncover \(\alpha\) and \(\beta\); this is not necessary under partial boxing because by invariant, \(\alpha\) and \(\beta\) should already be in the partially boxed form.

The effect of using partial boxing on the rest of the code is very minor. Data structures such as `(real * real) list` are represented exactly same as those under simple boxing. Flat lists or flat arrays can still be

\(^1\)Fully boxed objects are recursively boxed at each layer, so they cannot be easily uncovered.
built through the simple uncovering. All monomorphic functions such as \((\text{real} \times \text{real}) \rightarrow \text{real}\) can still use the special calling conventions (passing arguments in FP registers, etc); they will be partially boxed only if they are put inside data structures such as lists and arrays.

---

**Figure 4: Two Variants of Partial Boxing**
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### 2.4 Other valid boxing schemes

Simple boxing and partial boxing are not the only possible boxing schemes. In fact, one of our main contributions is to give the precise conditions (in Section 3) about what kind of boxing schemes can serve as the valid canonical boxed form. There is actually a continuum of possibilities between full boxing and no boxing. For example, Figure 4 gives two interesting variants of the partial boxing scheme, each with different trade-offs on the vararg problem:

- In variant A, instead of boxing the entire arguments or results into a single word, we box each individual argument and return result only. This means that multi-argument (or multi-return-result) functions can pass each argument (or result) in designated *general-purpose registers*. The vararg problem is not completely eliminated because coercing a boxed value into a function of type \(\alpha \rightarrow \beta\) requires examining the runtime type of \(\alpha\) and \(\beta\).

- Variant B is same as variant A except we let the entire return results be boxed as in the standard partial boxing approach. Since most functions have a single return result (always true in C and assembly) this might be a good compromise. Of course, we could limit the number of arguments also (e.g., allow 5 boxed args maximum); doing so would further simplify the implementation of the vararg coercions.

This kind of flexibility is very useful when we compile languages with a richer set of type constructors. One can imagine to have several different record or function tycons: all would work in any contexts, but some perform better on the monomorphic code and others do better on the polymorphic ones. The flexible framework also gives us finer control on the boxing degrees, making it easier to interoperate efficiently with lower-level C and assembly code.

### 3 Formalization

In this section, we present a formal framework to explain our flexible representation analysis techniques. Instead of performing the analysis directly on the ML source language (SRC), we use a predicative variant of the polymorphic \(\lambda\)-calculus \(F_\omega\) [10, 28, 14] as the intermediate language (IL). Representation analysis is then expressed as a type-directed program transformation that automatically inserts coercions and translates IL

---
programs into the target implementation calculus (TGT—also known as $\lambda^3_{ML}$ [14]). The benefit of doing it this way is to show that our analysis works not only on the ML-like polymorphism [8] but on the more general higher-order polymorphism as well.

The rest of this section is organized as follows: we first give the syntax and semantics of the three languages: SRC, IL, and TGT; we show how to embed the SRC language into IL, and then present the IL-to-TGT translation algorithm that does the representation analysis; we prove the type correctness and the semantic correctness of our translation, and then give a set of axioms that characterize the valid canonical boxing schemes; finally, we formally define simple boxing and partial boxing, and show why they all satisfy these axioms.

3.1 Source language: SRC

We use a variant of Mini-ML [7] as our source language (SRC). Its syntax is defined by the following grammar:

$$(\text{monotypes}) \quad \tau ::= \ t | \text{int} \ | \text{real} \ | \tau_1 \ast \tau_2 \ | \tau_1 \rightarrow \tau_2 \ | \tau \text{ pack}$$

$$(\text{polytypes}) \quad \sigma ::= \tau \ | \forall \text{t.} \sigma$$

$$(\text{terms}) \quad e ::= \ x \ | \ i \ | \ f \ | (\epsilon_1, \epsilon_2) \ | \pi_1 \epsilon \ | \pi_2 \epsilon \ | \text{let } x = v \ \text{in} \ e \ | \lambda x.e \ | \text{pk } e \ | \text{upk } e$$

$$(\text{values}) \quad v ::= \ x \ | \ i \ | f \ | (v_1, v_2) \ | \lambda x.e \ | \text{pk } v$$

Here, monotypes $\tau$ are either type variables ($t$), int, real, binary product types, arrow types, or pack types. Polytypes (i.e., type schemes) $\sigma$ are either monotypes or prenex quantified types. Terms $e$ consist of identifiers ($x$), integer constants ($i$), float constants ($f$), pairs, first and second projections, abstractions, applications, let expressions, and packing and unpacking expressions. Values ($v$) are a subset of terms and include identifiers, constants, pair of values, abstractions, and packed values.

The static and dynamic semantics for SRC are all standard and same as those for Mini-ML (see [7, 14, 24]). The type inference rule (given later as part of the translation from SRC to IL in Figure 6) is in the form of $\Delta; \Gamma \vdash e : \tau$ where $\Delta$ is a set of free type variables, and $\Gamma$ is a type environment mapping identifiers to polytypes. We also restrict the let-bound expressions to values [36] so that type abstractions can be made explicit in the translation. The natural (call-by-value) dynamic semantics for SRC can be defined as $e \leftrightarrow_s v$ where $e$ is a closed expression and $v$ is a closed value.

To show how our techniques apply to arbitrary recursive or mutable types, we introduce a special type constructor named pack in SRC. The typing rules and the operational semantics for packing and unpacking are defined as follows:

$\Delta; \Gamma \vdash e : \tau \quad \Delta; \Gamma \vdash e : \tau \text{ pack} \quad \text{pk } e \leftrightarrow_s \tau \quad \Delta; \Gamma \vdash \text{upk } e : \tau$

We divide all type constructors into two categories: coercible tycons are those type constructors whose values can be readily coerced at runtime; incoercible tycons are those whose values cannot be coerced because either it is too expensive or it violates the semantics. For example, int, real, binary product, and arrow
tycons are usually coercible tycons; all recursive and mutable tycons (e.g., lists, arrays) are incoercible tycons. To simplify the presentation, we use `pack` to serve as a representative for incoercible tycons; however, all techniques described here easily carry to other incoercible tycons.

### 3.2 Intermediate language: IL

We use a predicative variant [12, 14] of the polymorphic λ-calculus $F_\omega$ [10, 28] as our intermediate language. The four syntactic classes for IL, kinds ($\kappa$), constructors ($\mu$), types ($\sigma$), and terms ($e$), are defined as follows:

- **(kinds)** $\kappa ::= \Omega \mid \kappa_1 \to \kappa_2$
- **(con's)** $\mu ::= t \mid \text{Int} \mid \text{Real} \mid \text{Pack}(\mu) \to (\mu_1, \mu_2)$
  - $\times(\mu_1, \mu_2) \mid \lambda t : \kappa. \mu \mid [\mu_1][\mu_2]$
- **(types)** $\sigma ::= T(\mu) \mid \sigma_1 \to \sigma_2 \mid \sigma_1 \times \sigma_2 \mid \forall t : \kappa. \sigma$
- **(terms)** $e ::= x \mid i \mid f \mid \text{Pk} \mid \text{Upk} \mid \langle e_1, e_2 \rangle \mid \pi_1 e \mid \pi_2 e$
  - $\lambda x : \sigma. e \mid @e_1 e_2 \mid \Delta t : \kappa. e \mid e[\mu]$
- **(values)** $v ::= i \mid f \mid \text{Pk} \mid \text{Upk} \mid \text{PK}_\mu(v) \mid \langle v_1, v_2 \rangle$
  - $\lambda x : \sigma. e \mid \Delta t : \kappa. e$

Here, kinds classify constructors, and types classify terms. Constructors of kind $\Omega$ name monotypes. The monotypes are generated from variables, $\text{Int}$, $\text{Real}$ through the constructors $\to$, $\times$, and $\text{Pack}$; here, $\text{Pack}$ is the counterpart of the $\text{pack}$ tycon in SRC. The application and abstraction constructors correspond to the function kind $\kappa_1 \rightarrow \kappa_2$. Types in IL include the monotypes, and are closed under products, function spaces, and polymorphic quantification. Like Harper and Morrisett [14], we use $T(\mu)$ to denote the type corresponding to the constructor $\mu$. The terms are an explicitly typed λ-calculus with explicit constructor abstraction and application forms. The values defined here are closed and used by the operational semantics; to account for the packed values, we use $\text{PK}_\mu(v)$ to denote the result of applying term $\text{Pk}[\mu]$ to value $v$. This calculus is predicative because term expressions can only be applied to constructors ($\mu$) but not arbitrary polymorphic types ($\sigma$).

The static semantics of IL, given in Figure 5, consists of a collection of rules for constructor formation, constructor equivalence, type formation, type equivalence, and term formation. The term formation rules are in the form of $\Delta; \Gamma \vdash e : \sigma$ where $\Delta$ is a kind environment mapping type variables to kinds, and $\Gamma$ is the type environment. Apart from the standard language constructs [14], the packing primitives have the following types:

$$
\text{Pk} : \forall t : \Omega. T(t) \to T(\text{Pack}(t))
$$

$$
\text{Upk} : \forall t : \Omega. T(\text{Pack}(t)) \to T(t)
$$

The natural (call-by-value) dynamic semantics for IL, also given in Figure 5, is defined as a set of axioms in the form of $e \leftarrow v$ where $e$ is a closed term and $v$ is a closed value. Because IL is very much like Harper and Mitchell's $\lambda^ML$ [12], we can show in the similar way that type-checking for IL is decidable, and furthermore, its typing rules are consistent with the operational semantics.

### 3.3 Translation from SRC to IL

In Figure 6, we give a type-directed embedding of SRC into IL. This is very similar to the translation from Core-ML to XML, given by Harper and Mitchell [12]. The translation is defined as a relation $\Delta; \Gamma \vdash e_\delta : \tau \Rightarrow e_t$
Constructor Formation and Constructor Equivalence:

(tvar/icon) \[ \Delta \vdash \{ t :: \kappa \} \triangleright t :: \kappa \quad \Delta \vdash \text{Int} :: \Omega \quad \Delta \vdash \text{Real} :: \Omega \]

(pk/fn/pair) \[ \Delta \vdash \mu :: \Omega \quad \Delta \vdash \mu_1 :: \Omega \quad \Delta \vdash \mu_2 :: \Omega \]
\[ \frac{\Delta \vdash \text{Pack} \left( \mu \right) :: \Omega}{\Delta \vdash (\mu_1, \mu_2) :: \Omega} \quad \frac{\Delta \vdash (\mu_1, \mu_2) :: \Omega}{\Delta \vdash \left( \mu_1, \mu_2 \right) :: \Omega} \]

(cfn/capp) \[ \Delta \vdash \mu :: \kappa \quad \mu \vdash \kappa \quad \mu_1 :: \kappa \quad \mu_2 :: \kappa' \]
\[ \frac{\Delta \vdash \mu :: \kappa \rightarrow \kappa}{\Delta \vdash \mu_1 \left[ \mu_2 \right] :: \kappa} \]

(coequiv) \[ \Delta \vdash \left( \mu_1, \mu_2 \right) :: \kappa \]
\[ \frac{\Delta \vdash \left( \mu_1, \mu_2 \right) :: \kappa}{\Delta \vdash \left( \mu_1, \mu_2 \right) :: \kappa} \]

Type Formation and Type Equivalence:

(tform) \[ \Delta \vdash \mu :: \Omega \quad \Delta \vdash \sigma_1 \quad \Delta \vdash \sigma_2 \]
\[ \frac{\Delta \vdash \sigma_1 \times \sigma_2}{\Delta \vdash \sigma_1 \rightarrow \sigma_2} \quad \frac{\Delta \vdash \forall \tau :: \kappa. \sigma}{\Delta \vdash \forall \tau :: \kappa. \sigma} \]

(tequiv) \[ \Delta \vdash \mu_1 :: \Omega \quad \Delta \vdash \mu_2 :: \Omega \]
\[ \frac{\Delta \vdash T \left( \left( \mu_1, \mu_2 \right) \right) \equiv T \left( \mu_1 \right) \times T \left( \mu_2 \right)}{\Delta \vdash T \left( \left( \mu_1, \mu_2 \right) \right) \equiv T \left( \mu_1 \right) \rightarrow T \left( \mu_2 \right)} \]

Term Formation:

(const/var) \[ \Delta, \Gamma \vdash i :: \text{Int} \quad \Delta, \Gamma \vdash f :: \text{Real} \quad \Delta, \Gamma \vdash x :: \Gamma \left( x \right) \]

(pk/upk) \[ \Delta, \Gamma \vdash \text{Pk} : \forall t :: \Omega. T \left( t \right) \rightarrow T \left( \text{Pack} \left( t \right) \right) \quad \Delta, \Gamma \vdash \text{Upk} : \forall t :: \Omega. T \left( \text{Pack} \left( t \right) \right) \rightarrow T \left( t \right) \]

(pair/ith) \[ \Delta, \Gamma \vdash e_1 :: \sigma_1 \quad \Delta, \Gamma \vdash e_2 :: \sigma_2 \]
\[ \frac{\Delta, \Gamma \vdash \left( e_1, e_2 \right) :: \sigma_1 \times \sigma_2}{\Delta, \Gamma \vdash \pi_i e :: \sigma_i \quad \left( i = 1, 2 \right)} \]

(fn/app) \[ \Delta, \Gamma \vdash \lambda x :: \sigma_1 : e :: \sigma_2 \]
\[ \frac{\Delta, \Gamma \vdash e :: \sigma_1 \rightarrow \sigma_2}{\Delta, \Gamma \vdash \left( e \right) :: \sigma_1} \]

(tfn/tapp) \[ \Delta, \Gamma \vdash \lambda t :: \kappa. \lambda e :: \kappa : \forall \tau :: \kappa. \sigma \]
\[ \Delta, \Gamma \vdash e \left[ \mu \right] :: \left[ \mu / t \right] \sigma \]

Natural Dynamic Semantics:

\[ \begin{array}{llllllllll}
\text{v} \leftarrow_i \text{v} & e_1 \leftarrow_i \lambda x :: \sigma : e & e_2 \leftarrow_i \text{v}' & \left[ \text{v}' / x \right] e \leftarrow_i \text{v} & e_1 \leftarrow_i \nu t :: \kappa. \nu e :: \kappa. \sigma & e \left[ \mu \right] \leftarrow_i \text{v} \\
\left( e_1 \right) \left[ e_2 \right] \leftarrow_i \text{v} & e \left[ \mu \left( \text{v} \right) \right] \leftarrow_i \text{v} & e_1 \left[ e_2 \right] \leftarrow_i \text{v} & \left( e_1, e_2 \right) \left[ e_2 \right] \leftarrow_i \text{v} & \left( e_1, e_2 \right) \left[ e_2 \right] \leftarrow_i \text{v} & e \left[ \nu \text{v}_1, \nu \text{v}_2 \right] \leftarrow_i \text{v} & \\
\left( e_1 \right) \left[ e_2 \right] \leftarrow_i \text{v} & e \left[ \mu \left( \text{v} \right) \right] \leftarrow_i \text{v} & e_1 \left[ e_2 \right] \leftarrow_i \text{v} & \left( e_1, e_2 \right) \left[ e_2 \right] \leftarrow_i \text{v} & \left( e_1, e_2 \right) \left[ e_2 \right] \leftarrow_i \text{v} & e \left[ \nu \text{v}_1, \nu \text{v}_2 \right] \leftarrow_i \text{v} & \\
\end{array} \]

Figure 5: The Static and Dynamic Semantics for IL
that carries the meaning that $\Delta; \Gamma \vdash e_s : \tau$ is a derivable typing in SRC and that the translation of the SRC term $e_s$ determined by that typing derivation is the IL term $e_i$. Here, the (var) rule turns the SRC implicit instantiation of type variables into the IL explicit type application; the (pk/upk) rule shows the pack/unpack terms in SRC are implemented by polymorphic primitives $\text{Pk}$ and $\text{Upk}$ in IL; the (let) rule converts the SRC $\text{let}$ expressions into normal IL function applications; the rest of the rules are all straight-forward.

The translations from SRC monotypes to IL constructors (written as $\tau^m$) and from SRC polytypes into IL types (written as $\sigma^p$) are defined as follows:

$$
\begin{align*}
t^m & = t \\
\text{int}^m & = \text{Int} \\
\text{real}^m & = \text{Real} \\
(\tau_1 \times \tau_2)^m & = \times(\tau_1^m, \tau_2^m) \\
(\tau_1 \rightarrow \tau_2)^m & = \rightarrow(\tau_1^m, \tau_2^m) \\
(\tau \text{ pack})^m & = \text{Pack}(\tau^m)
\end{align*}
$$

$$
\begin{align*}
\tau^p & = T(\tau^m) \\
(\forall t. \sigma)^p & = \forall t : \Omega. \sigma^p
\end{align*}
$$

We write $\Delta^p$ for the kind assignment mapping $t$ to the kind $\Omega$ for each $t \in \Delta$, and $\Gamma^p$ for the type environment mapping $x$ to $(\Gamma(x))^p$ for each $x \in \text{Dom}(\Gamma)$. The following standard type preservation theorem can be proved by structural inductions on the translation rules:

**Theorem 3.1** If $\Delta; \Gamma \vdash e_s : \tau \Rightarrow e_i$, then $\Delta^p; \Gamma^p \vdash e_i : \tau^p$.

A semantic correctness theorem about this embedding can also be stated and proved using the standard logical-relations technique [24, 19].
Constructor Formation and Constructor Equivalence:

\[
\begin{align*}
\text{(box)} & & \triangle \vdash \mu :: \Omega \\
& & \triangle \vdash \text{Boxed}(\mu) :: \Omega \\
\text{(typercc)} & & \triangle \vdash \mu; \mu_i; \mu_r :: \kappa \\
& & \triangle \vdash \mu_{\text{Int}}; \mu_i :: \Omega \rightarrow \kappa \\
& & \triangle \vdash \mu_{\text{Real}}; \mu_r :: \Omega \rightarrow \kappa \\
& & \triangle \vdash \mu_{\text{Pack}}(\mu) :: \mu_r \rightarrow \kappa \\
& & \triangle \vdash \mu_{\text{Boxed}}(\mu) :: \mu_r \rightarrow \kappa \\
\text{(treceq)} & & \triangle \vdash \text{Typercc} \text{ Int of } (\mu_i; \mu_r; \mu_i; \mu_r) :: \mu_i :: \kappa \\
& & \triangle \vdash \text{Typercc} \text{ Real of } (\mu_i; \mu_r; \mu_i; \mu_r) :: \mu_r :: \kappa \\
& & \triangle \vdash \text{Typercc} \text{ Pack of } (\mu_i; \mu_r; \mu_i; \mu_r) :: \mu_r :: \kappa \\
& & \triangle \vdash \text{Typercc} \text{ Boxed of } (\mu_i; \mu_r; \mu_i; \mu_r) :: \mu_r :: \kappa \\
\end{align*}
\]

Term Formation:

\[
\begin{align*}
\text{(bx/ubx)} & & \triangle; \Gamma \vdash \text{box} : \forall t :: \Omega. T(t) \rightarrow T(\text{Boxed}(t)) \\
& & \triangle; \Gamma \vdash \text{unbox} : \forall t :: \Omega. T(\text{Boxed}(t)) \rightarrow T(t) \\
& & \triangle; \Gamma \vdash \epsilon_t :: \Omega \\
& & \triangle; \Gamma \vdash \epsilon_r :: \text{Int}[\frac{t}{\sigma}] \sigma \\
& & \triangle; \Gamma \vdash \epsilon_r :: \text{Real}[\frac{t}{\sigma}] \sigma \\
& & \triangle; \Gamma \vdash \epsilon_r :: \forall t_1 :: \Omega. \text{Pack}[\frac{t_1}{\sigma}] \sigma \\
& & \triangle; \Gamma \vdash \epsilon_r :: \Boxed[\frac{t_1}{\sigma}] \sigma \\
& & \triangle; \Gamma \vdash \epsilon_r :: \forall t_1, t_2 :: \Omega. \text{Pack}[\frac{t_1, t_2}{\sigma}] \sigma \\
& & \triangle; \Gamma \vdash \epsilon_r :: \forall t_1, t_2 :: \Omega. \Boxed[\frac{t_1, t_2}{\sigma}] \sigma \\
& & \triangle; \Gamma \vdash \text{typercc} \mu \text{ of } [t, \sigma](\epsilon_t, \epsilon_r, \epsilon_r, \epsilon_r, \epsilon_r) :: [\mu / t] \sigma \\
\end{align*}
\]

Natural Dynamic Semantics:

\[
\begin{align*}
\epsilon & \rightarrow_v u \\
@\text{(box}[\mu]) (\epsilon) & \rightarrow_v \text{BX}[\mu](v) \\
\epsilon & \rightarrow_v \text{BX}[\mu](v) \\
\end{align*}
\]

rules for typercc are omitted, see Morrisett [24] for details.

Figure 7: The Static and Dynamic Semantics for TGT
3.4 Target language: TGT

The target language (TGT) for our representation analysis is very similar to Harper and Morrisett’s $\lambda^{ML}$ [14]. In fact, because our IL is much like $\lambda^{ML}$, TGT is essentially the previously defined IL plus Harper and Morrisett’s typerec forms [14]. The four syntactic classes for TGT, kinds ($\kappa$), constructors ($\mu$), types ($\sigma$), and terms ($e$), are defined as follows:

- (kinds) $\kappa ::= \ldots \text{same as in IL} \ldots$
- (con’s) $\mu ::= \ldots \text{IL constructors} \ldots \mid \text{Boxed}(\mu)$
- (types) $\sigma ::= \ldots \text{same as in IL} \ldots$
- (terms) $e ::= \ldots \text{IL terms} \ldots \mid \text{box} \mid \text{unbox}$
- (values) $v ::= \ldots \text{IL values} \ldots \mid \text{box} \mid \text{unbox} \mid \text{Bx}_\mu(v)$

Here, the $\text{Typerec}$ and $\text{typerec}$ forms are the keys for intensional type analysis [14]. They provide the ability to define new constructors and terms by structural induction on monotypes. Also, $\text{Boxed}$ is a new special primitive boxing constructor; $\text{box}$ and $\text{unbox}$ are two new term-level boxing primitives with the following types:

- $\text{box} : \forall t : \Omega. T(t) \rightarrow T(\text{Boxed}(t))$
- $\text{unbox} : \forall t : \Omega. T(\text{Boxed}(t)) \rightarrow T(t)$

Intuitively, $\text{Boxed}[\mu]$ denotes the boxed version of a given constructor (monotype) $\mu$. We intentionally treat these as primitives because how they are actually implemented does not affect the correctness of our representation analysis.

As in IL, the values defined here are closed and used in the operational semantics; we use $\text{Bx}_\mu(v)$ to denote the boxed value of applying term $\text{box}[\mu]$ to value $v$. The static semantics for TGT is almost identical to those for IL in Figure 5; the additional rules for $\text{box}$, $\text{Typerec}$, and $\text{typerec}$, are shown in Figure 7. The operational semantics for TGT, written as $e \leadsto \tau v$, is similar to those for IL also. Harper and Morrisett [14, 24] have shown that type-checking for $\lambda^{ML}$ is decidable, and furthermore, its typing rules are consistent with the operation semantics. Similar results hold for our target language TGT.

3.5 Translation from IL to TGT

Now that we have translated SRC into IL and given the syntax and semantics of TGT, representation analysis can be expressed as a type-directed transformation from IL programs to TGT programs. This translation is defined as a relation $\Delta ; \Gamma \vdash e_t : \tau \Rightarrow e_t$ that carries the meaning that $\Delta ; \Gamma \vdash e_t : \tau$ is a derivable typing in IL and that the translation of the IL term $e_t$ determined by that typing derivation is the TGT term $e_t$.

We begin by introducing a special constructor $\text{Wrap} : \Omega \rightarrow \Omega$ and a pair of primitive operations:

- $\text{wrap} : \forall t : \Omega. T(t) \rightarrow T(\text{Wrap}(t))$
- $\text{unwrap} : \forall t : \Omega. T(\text{Wrap}(t)) \rightarrow T(t)$

Intuitively, $\text{Wrap}[\mu]$ denotes the canonical boxed form of a given constructor (monotype) $\mu$; $\text{wrap}$ and $\text{unwrap}$ are exactly those primitive coercion operations mentioned in Section 2.1. We intentionally delay their definitions in order to show that the representation analysis framework described here does not depend on any
(base) \[ \Delta; \Gamma \vdash x : \Gamma(x) \Rightarrow x \quad \Delta; \Gamma \vdash e : \_ \Rightarrow e \quad (e = i, f, \text{Pk, Upk}) \]

(pa/pu) \[ \Delta; \Gamma \vdash e_1 : \sigma_1 \Rightarrow e'_1 \quad \Delta; \Gamma \vdash e_2 : \sigma_2 \Rightarrow e'_2 \quad \Delta; \Gamma \vdash e : \sigma_1 \times \sigma_2 \Rightarrow e' \quad \Delta; \Gamma \vdash \pi e : \sigma_i \Rightarrow \pi_i \quad (i = 1, 2) \]

(fn/ap) \[ \Delta; \Gamma \vdash \{ x : \sigma_1 \} \vdash e : \sigma_2 \Rightarrow e' \quad \Delta; \Gamma \vdash \lambda x : \sigma_1. e : \sigma_1 \Rightarrow \sigma_2 \Rightarrow e : \sigma_1 \Rightarrow \sigma_2 \Rightarrow e' \]

(tfn) \[ \Delta \vdash \{ t :: \kappa \}; \Gamma \vdash e : \sigma \Rightarrow e' \quad \Delta; \Gamma \vdash \Lambda t :: \kappa. e : \forall t :: \kappa. \sigma \Rightarrow \Lambda t :: \kappa. e' \]

(tapp) \[ \Delta; \Gamma \vdash e : \forall t :: \kappa. \sigma \Rightarrow e' \quad e'_c = C_C(\mu^u / t)[\sigma^u, [\mu^u / t][\sigma^u]) \quad \Delta; \Gamma \vdash e[\mu] : [\mu / t][\sigma \Rightarrow \Lambda \mu. e'_c(\mu')][\mu'] \]

Figure 8: Translation from IL to TGT

\[
C_C(x(\mu_1', \mu_2'), x(\mu_1, \mu_2)) = C_T(T(\mu_1') \times T(\mu_2'), T(\mu_1) \times T(\mu_2))
\]

\[
C_C(\rightarrow (\mu_1', \mu_2'), \rightarrow (\mu_1, \mu_2)) = C_T(T(\mu_1') \rightarrow T(\mu_2'), T(\mu_1) \rightarrow T(\mu_2))
\]

\[
C_C(\mu, \mu') = \text{identity}[\mu] \quad \text{if } \mu \equiv \mu' \text{ and } \Delta \not\vdash \mu :: \Omega
\]

\[
C_C(\text{Wrap}[\mu], \mu) = \text{unwrap}[\mu]
\]

\[
C_C(\mu, \text{Wrap}[\mu]) = \text{wrap}[\mu]
\]

\[
C_T(T(\mu'), T(\mu)) = C_C(\mu', \mu)
\]

\[
C_T(\forall t :: \kappa. \sigma', \forall t :: \kappa. \sigma) = \lambda f :: \forall t :: \kappa. \sigma'. (\Lambda t :: \kappa. (\Lambda (C_C(\sigma', \sigma))(f[t])))
\]

\[
C_T(\sigma_1' \times \sigma_2', \sigma_1 \times \sigma_2) = \lambda x :: \sigma_1' \times \sigma_2'. \Lambda (C_T(\sigma_1', \sigma_1))(\pi_1 x), \Lambda (C_T(\sigma_2', \sigma_2))(\pi_2 x)
\]

\[
C_T(\sigma_1' \Rightarrow \sigma_2', \sigma_1 \Rightarrow \sigma_2) = \lambda f :: \sigma_1' \Rightarrow \sigma_2'. \lambda x :: \sigma_1. (\Lambda (C_T(\sigma_2', \sigma_2))(f))(\Lambda (C_T(\sigma_1', \sigma_1))(x))
\]

Figure 9: The Coercion Generator

particular wrapping schemes. Both the constructor and the primitives will be defined later in Section 3.6, using Typerec, typerec, and the basic boxing primitives box and unbox.

The translation from IL constructors to TGT constructors, written as $\mu^u$, is defined as follows:

\[
t^u = t
\]

\[
\text{Int}^u = \text{Int}
\]

\[
\text{Real}^u = \text{Real}
\]

\[
(\times(\mu_1', \mu_2'))^u = (\times(\mu_1, \mu_2))
\]

\[
(\rightarrow (\mu_1', \mu_2'))^u = (\rightarrow (\mu_1, \mu_2))
\]

\[
(\text{Pack}(\mu))^u = \text{Pack}(\text{Wrap}[\mu])
\]

\[
(\Lambda t :: \kappa. \mu)^u = \Lambda t :: \kappa. \mu^u
\]

\[
(\mu_1[\mu_2])^u = \mu_1[\mu_2]
\]

Notice this translation is almost a trivial identity mapping except that incoercible tycons such as Pack are treated specially: the element type $\mu$ is translated into a "wrapped" version of itself. Incoercible data structures
(in TGT) will not change its representations when switching between the monomorphic and polymorphic contexts.

The translation from IL to TGT types, written as $\sigma^u$, is just a simple extension of $\mu^u$:

$$T(\mu^u) = T(\mu^u)$$
$$\forall t : \kappa.\sigma^u = \forall t : \kappa.\sigma^u$$
$$\sigma^u_1 \times \sigma^u_2 = \sigma^u_1 \times \sigma^u_2$$
$$\sigma^u_1 \rightarrow \sigma^u_2 = \sigma^u_1 \rightarrow \sigma^u_2$$

Finally, to make the presentation easier, we use $\mu^w$ to denote a “wrapped” version of the above translation $\mu^u$. For any IL constructor $\mu$, $\mu^w$ applies the $\text{Wrap}$ constructor to the result of $\mu^u$:

$$\mu^w = \text{Wrap}[\mu^u]$$
$$\text{Wrap}[\tau : \kappa.\mu] = \text{Wrap}[\tau : \kappa.\mu^w]$$

Notice when $\mu$ is a constructor with higher-order kinds, “wrapping” is performed recursively on the body of the constructor.

Given a substitution $\rho$ mapping $t$ to IL constructors, we write $\rho^u$ and $\rho^w$ as the new substitutions mapping $t$ to $(\rho(t))^u$ and $(\rho(t))^w$ for each $t \in \text{Dom}(\rho)$. We also write $\Delta^u$ for the kind assignment mapping $t$ to the same kind $\Delta(t)$ for each $t \in \text{Dom}(\Delta)$, and $\Gamma^w$ for the type environment mapping $x$ to $(\Gamma(x))^w$ for each $x \in \text{Dom}(\Gamma)$.

We define a set of axioms that characterize the valid canonical boxing schemes and give two propositions about the type translation. Both propositions can be proved by inductions on the syntactic structures of the IL constructors and types.

**Definition 3.2 (valid canonical boxed form)** Given a constructor definition for $\text{Wrap}$ in TGT, we say it is in the valid canonical boxed form if it commutes with substitution and the following constructor equivalence rules can be derived in TGT:

$$\text{Wrap}[\mu] = \text{Wrap}[\text{Wrap}[\mu]]$$
$$\text{Wrap}[\times(\mu_1, \mu_2)] = \text{Wrap}[\times(\text{Wrap}[\mu_1], \text{Wrap}[\mu_2])]$$
$$\text{Wrap}[\rightarrow(\mu_1, \mu_2)] = \text{Wrap}[\rightarrow(\text{Wrap}[\mu_1], \text{Wrap}[\mu_2])]$$

More generally, if SRC contains more coercible constructors such as $\chi$ with arity $k (k > 0)$, and $\chi'$ is its counterpart in IL and TGT, then $\text{Wrap}[\chi'(\mu_1, \ldots, \mu_k)]$ must be equivalent to $\text{Wrap}[\chi'(\text{Wrap}[\mu_1], \ldots, \text{Wrap}[\mu_k])]$.

**Proposition 3.3** If $\text{Wrap}$ is in the valid canonical boxed form, then both $\mu^u$ and $\sigma^u$ commute with substitution. More specifically, suppose $\rho$ is a substitution mapping $t$ to IL constructors, $\mu$ is an IL constructor, and $\sigma$ is an IL type, then $(\rho(\mu))^u = \rho^u(\mu^u)$ and $(\rho(\sigma))^u = \rho^u(\sigma^u)$.

**Proposition 3.4** If $\text{Wrap}$ is in the valid canonical boxed form, then $\mu^w$ commutes with substitution. More specifically, suppose $\rho$ is a substitution mapping $t$ to IL constructors and $\mu$ is an IL constructor, then $(\rho(\mu))^w = \rho^w(\mu^w)$.

The term translation rules are given in Figure 8 as a series of inference rules that parallel the typing rules for IL. Most of these rules are straight-forward. The only interesting case is the $(\text{tapp})$ rule; this is the place
where representation coercions are inserted. Notice we always “wrap” the argument constructor \( \mu \) before doing the type application; this reflects the invariant that all TGT values with unknown type are always wrapped. The coercion term \( \epsilon'_{\varepsilon} \) is generated at compile time by the coercion generators \( \mathcal{C}_C \) and \( \mathcal{C}_T \) defined in Figure 9. Here, identity is the polymorphic identity function. Given a pair of TGT types \( \sigma' \) and \( \sigma \), the result of \( \mathcal{C}_T(\sigma', \sigma) \) is a TGT term that coerces values of type \( \sigma' \) into those of type \( \sigma \); similarly, given a pair of TGT constructors \( \mu' \) and \( \mu \), \( \mathcal{C}_C(\mu', \mu) \) returns a TGT term that coerces values of type \( T(\mu) \) into those of type \( T(\mu') \). In essence, our coercion generator plays the same role as Leroy [19]’s \( S \) and \( G \) transformations. The following proposition shows that the coercions generated above remedy the type mismatches caused by constructor wrapping during type application:

**Proposition 3.5** Suppose \( \text{Wrap} \) is in the valid canonical boxed form, \( \rho \) is a substitution mapping \( t \) to IL constructors, \( \sigma \) is an IL type. If \( \Delta; \Gamma \vdash x : \rho''(\sigma'^u) \), then \( \Delta; \Gamma \vdash \theta(\mathcal{C}_T(\rho''(\sigma'^u), \rho''(\sigma'')))(x) : \rho''(\sigma''); \) Similarly, if \( \Delta; \Gamma \vdash x : \rho''(\sigma'^u) \), then \( \Delta; \Gamma \vdash \theta(\mathcal{C}_T(\rho''(\sigma'^u), \rho''(\sigma'')))(x) : \rho''(\sigma''); \)

**Theorem 3.6 (type preservation)** If \( \text{Wrap} \) is in the valid canonical boxed form and \( \Delta; \Gamma \vdash \varepsilon_t : \sigma \Rightarrow \varepsilon_t \), then \( \Delta''; \Gamma'' \vdash \varepsilon_t : \sigma'' \).

The type preservation theorem can be proved by structural inductions on the translation rules, using Proposition 3.3–3.5. A semantic correctness theorem about the translation can also be stated and proved using the same logical-relations technique used in Morrisett [24] and Leroy [19].

### 3.6 Valid canonical boxing schemes

A boxing scheme is valid if its underlying constructor \( \text{Wrap} \) is in the valid canonical boxed form. Intuitively, the set of axioms in the Definition 3.2 guarantees that coercions based on the \( \text{Wrap} \) will commute with the type instantiation relations.

The boxing schemes described in Section 2, simple boxing, partial boxing, and full boxing, can be formally modelled by defining the constructor \( \text{Wrap} \) and the primitives \( \text{wrap} \) and \( \text{unwrap} \). More sophisticated partial boxing schemes such as those described in Section 2.4 can be defined in the similar way.

**Definition 3.7 (simple boxing)** The constructor \( \text{Wrap} \) for simple boxing is defined as follows (here we use the pattern-match clauses to express the TypeRec form):

\[
\text{Wrap}[\mu] = \text{Boxed} (\text{Uncv}[\mu])
\]

\[
\text{Uncv[Int]} = \text{Int}
\]

\[
\text{Uncv[Real]} = \text{Real}
\]

\[
\text{Uncv[Pack}(\mu)] = \text{Pack}(\mu)
\]

\[
\text{Uncv[Boxed}(\mu)] = \mu
\]

\[
\text{Uncv[\times}(\mu_1, \mu_2)] = \times(\text{Uncv}[\mu_1], \text{Uncv}[\mu_2])
\]

\[
\text{Uncv[\rightarrow}(\mu_1, \mu_2)] = \rightarrow(\text{Uncv}[\mu_1], \text{Uncv}[\mu_2])
\]

**Definition 3.8 (partial boxing)** The constructor \( \text{Wrap} \) for partial boxing is defined in the same way as simple boxing, except that the rule for \( \text{Uncv[\rightarrow}(\mu_1, \mu_2)] \) is replaced by the following:

\[
\text{Uncv[\rightarrow}(\mu_1, \mu_2)] = \rightarrow(\text{Boxed} (\text{Uncv}[\mu_1]), \text{Boxed} (\text{Uncv}[\mu_2]))
\]
Definition 3.9 (full boxing) The constructor \texttt{Wrap} for full boxing is defined in the same way as partial boxing, except that the rule for \texttt{Uncv}[$\times$(\textit{$\mu_1$, $\mu_2$})] is replaced by the following:

\[
\text{Uncv} \times (\text{\textit{\mu}_1, \textit{\mu}_2}) = (\text{\texttt{Boxed}}(\text{\textit{\mu}_1}), \text{\texttt{Boxed}}(\text{\textit{\mu}_2}))
\]

Proposition 3.10 The simple-boxing constructor \texttt{Wrap} is in the valid canonical boxed form.

Proof First, \texttt{Wrap}[\mu] commutes with substitutions because \texttt{Wrap}[$\mu$] = \texttt{Boxed}(\text{\textit{\mu}}), and both \texttt{Boxed} and \texttt{Uncv} commute with substitutions; \texttt{Boxed} is a primitive constructor, and \texttt{Uncv} is a simple \texttt{Typerec}-form constructor (which can be shown to commute with substitutions using structural inductions, following from the constructor equivalence rules on \texttt{Typerec} defined in Harper and Morrisett [14, 24]).

Second, we prove \texttt{Wrap}[$\mu$] $\equiv$ \texttt{Wrap}[$\texttt{Wrap}[$\mu$]$]$. From the definition of \texttt{Uncv}, we have \texttt{Uncv}[$\texttt{Boxed}[$\mu$]$] \equiv \mu$ for any $\mu$, therefore:

\[
\begin{align*}
\texttt{Wrap}[$\texttt{Wrap}[$\mu$]$] & \equiv \texttt{Boxed}($\texttt{Uncv}[$\texttt{Boxed}[$\mu$]$]$) \\
& \equiv \texttt{Boxed}($\texttt{Uncv}[$\mu$]$) \\
& \equiv \texttt{Wrap}[$\mu$].
\end{align*}
\]

To prove \texttt{Wrap}[$\times$($\mu_1$, $\mu_2$)] $\equiv$ \texttt{Wrap}[$\times$($\texttt{Wrap}[$\mu_1$]$,$ \texttt{Wrap}[$\mu_2$]$]$], we notice that

\[
\texttt{Uncv}[$\texttt{Wrap}[$\mu$]$] \equiv \texttt{Uncv}[$\texttt{Boxed}[$\texttt{Uncv}[$\mu$]$]$] \equiv \texttt{Uncv}[$\mu$]
\]

holds for any constructor $\mu$, thus

\[
\begin{align*}
\texttt{Wrap}[$\times$($\texttt{Wrap}[$\mu_1$]$,$ \texttt{Wrap}[$\mu_2$]$]$] & \equiv \texttt{Boxed}($\times$($\texttt{Uncv}[$\times$($\texttt{Wrap}[$\mu_1$]$,$ \texttt{Wrap}[$\mu_2$]$]$]$) \\
& \equiv \texttt{Boxed}($\times$($\texttt{Uncv}[$\texttt{Wrap}[$\mu_1$]$]$,$ \texttt{Uncv}[$\texttt{Wrap}[$\mu_2$]$]$]$) \\
& \equiv \texttt{Boxed}($\times$($\texttt{Uncv}[$\mu_1$]$,$ \texttt{Uncv}[$\mu_2$]$]$) \\
& \equiv \texttt{Boxed}($\times$($\mu_1$, $\mu_2$)) \\
& \equiv \texttt{Wrap}[$\times$($\mu_1$, $\mu_2$)].
\end{align*}
\]

Finally, \texttt{Wrap}[$\rightarrow$($\mu_1$, $\mu_2$)] $\equiv$ \texttt{Wrap}[$\rightarrow$($\texttt{Wrap}[$\mu_1$]$,$ \texttt{Wrap}[$\mu_2$]$]$] can be proved in the same way. QED.

Proposition 3.11 The partial-boxing constructor \texttt{Wrap} is in the valid canonical boxed form.

Proposition 3.12 The full-boxing constructor \texttt{Wrap} is in the valid canonical boxed form.

Proposition 3.11 and 3.12 can be proved in the same way as for Proposition 3.10. From the definition of partial boxing and full boxing, we can easily derive:

\[
\texttt{Uncv}[$\rightarrow$($\texttt{Boxed}[$\mu_1$]$,$ \texttt{Boxed}[$\mu_2$]$]$] \equiv \rightarrow$($\texttt{Boxed}[$\mu_1$]$,$ \texttt{Boxed}[$\mu_2$]$)$
\]

This means that partial boxing and full boxing do not need to coerce arguments or results of unknown function types, so they completely avoid the vararg problem.

Next, we give the definitions of the coercion primitives (\texttt{wrap} and \texttt{unwrap}) for simple boxing:
(1) \(\text{wrap}[\mu] = \text{box}[\text{Uncv}[\mu] \circ \text{uncv}[\mu]]\)

(2) \(\text{unwrap}[\mu] = \text{cover}[\mu] \circ \text{unbox}[\text{Uncv}[\mu]]\)

(3) \(\text{uncv}[	ext{Boxed}(\mu)] = \text{unbox}[\mu]\)

(4) \(\text{uncv}[(\mu_1, \mu_2)] = \text{uncv}[\mu_1] \times \text{uncv}[\mu_2]\)

(5) \(\text{uncv}[(\mu_1, \mu_2)] = \text{cover}[\mu_1] \rightarrow \text{uncv}[\mu_2]\)

(6) \(\text{uncv}[\mu] = \text{identity}[\mu]\)

(7) \(\text{cover}[	ext{Boxed}(\mu)] = \text{box}[\mu]\)

(8) \(\text{cover}[(\mu_1, \mu_2)] = \text{cover}[\mu_1] \times \text{cover}[\mu_2]\)

(9) \(\text{cover}[(\mu_1, \mu_2)] = \text{uncv}[\mu_1] \rightarrow \text{cover}[\mu_2]\)

(10) \(\text{cover}[\mu] = \text{identity}[\mu]\)

Here, the pattern-match syntax is representing the the term-level \texttt{typeRec} form; also, \(\circ\) denotes function composition, \texttt{identity} is the polymorphic identity function, and product and function spaces are extended to functions in the usual way.

The coercion primitives for partial boxing and full boxing can be defined in the same way. For example, the definition for partial boxing can be obtained by replacing rule (5) and (9) with the following:

\[
(5') \quad \text{uncv}[(\mu_1, \mu_2)] = (\text{cover}[\mu_1] \circ \text{unbox}[\text{Uncv}[\mu_1]]) \\
= (\text{box}[\text{Uncv}[\mu_2]] \circ \text{uncv}[\mu_2])
\]

\[
(9') \quad \text{cover}[(\mu_1, \mu_2)] = (\text{box}[\text{Uncv}[\mu_1]] \circ \text{uncv}[\mu_1]) \\
= (\text{cover}[\mu_2] \circ \text{unbox}[\text{Uncv}[\mu_2]])
\]

Notice under partial boxing, the \texttt{uncv} and \texttt{cover} primitives are equivalent to the \texttt{identity} function on constructors such as \(\rightarrow (\text{Boxed}(\mu_1), \text{Boxed}(\mu_2))\).

4 Extensions

In this section, we present several extensions and variations of our flexible representation analysis algorithm.

4.1 Modules and type abstractions

The algorithm and framework in Section 3 can be extended to handle the entire SML language [23] plus the MacQueen-Tofte style higher-order modules [21]. In a companion paper [31], we show that both the SML simple modules and the transparent higher-order modules can all be translated into our intermediate language IL defined in Section 3.2 (extended with product kinds). Therefore, representation analysis on the module languages is reduced to calling the same algorithm described in Section 3.5.

To handle module-level type abstractions, we treat all abstract tycons as incoercible tycons, just like what we did for lists and arrays. Coercions between concrete and abstract types are inserted at the places where abstractions are introduced. For example, in the following ML code:
signature SIG = sig type 'a t
  val p : real t
  val f : 'a t -> 'a t
end

functor F(S : SIG) = struct val r = S.f(S.p) end

The parameter structure for functor \( F \) contains an abstract type constructor \( t \) of arity 1. Inside the body of the functor, value \( S.p \) needs to be coerced from \( \text{real} \ t \) into \( 'a \ t \), but since \( t \) is incoercible, the coercion is just identity functions. When \( F \) is applied to the following structure \( A \):

structure A = struct type 'a t = 'a * 'a
  val p = (3.0,3.0)
  fun f (x,y) = (y,x)
end

structure T = F(A)

both \( p \) and \( f \) would first be wrapped into canonical boxed form; later, after the functor application is done, the \( r \) field in the result must be unwrapped back to unboxed form.

4.2 Concrete vs. abstract datatypes

Consistent datatype representations across functor boundary has long been a tricky problem for ML compiler writers [2]. Flexible representation analysis offers a nice solution. Consider the following ML structure declaration:

structure S =
  struct
    datatype t = FCONS of (real -> real) * t
       | FNIL
    type u = real
    type s = (real -> int) * t
    val v = (fn x => x+1.0, FNIL)
    val x = FCONS v
  end

Here, \( t \) is a recursive but monomorphic datatype; because it is monomorphic, one would not think about inserting coercions when applying the injection function of constructor \( \text{FCONS} \) to value \( v \). This is, unfortunately, incorrect; because when structure \( S \) is passed to the following functor \( F \), the above concrete datatype \( t \) can match any similar abstract datatype definitions:

functor F(A : sig type u
  datatype t
    = FCONS of (u -> real) * t
       | FNIL
end) = struct ... end

Here, the body of functor \( F \) will not know the actual representation of \( u \) until the functor application time. The solution is to consistently apply a “wrapping” (or “unwrapping”) operation while injecting (or projecting) the
value \( v \) into datatype \( t \). This wrapping ensures that all values carried by the datatype (concrete or abstract) will have consistent data representations (i.e., they are all in the canonical boxed form).

The technique described above can also be used to solve the classical list representation problem [2]. This problem occurs when we apply the following functor \( G \) to structure \( S \):

```haskell
functor G(B : sig type s
datatype t = FCOS of s
| FNIL
end) = struct ... end
```

Most existing compilers represent the \textit{cons} cell as an untagged record with no indirections. Here, however, because type \( s \) is unknown, we cannot use the untagged record to represent the cons cell. The solution is to introduce a new type-dependent operator which checks at runtime to see if \( s \) is indeed a record type, if that is the case, no indirection is inserted; otherwise, an extra boxing layer is added.

### 4.3 Parametricity and type passing

One interesting twist about our scheme is that most of the runtime type-passing (and also coercions that depend on runtime types) can be eliminated based on a parametricity property for polymorphic functions. Consider the following example:

```haskell
fun f(x) = let ... x:nil ... ... Array.update(a,i,x) ...
in (x, x)
end

fun g(y) = f(y, 1.0)
```

Here function \( f \) has type \( \forall \alpha. \alpha \to (\alpha \times \alpha) \); inside \( f \), the argument \( x \) is \textit{cons}-ed onto a list at one time and put inside an array at another time. Function \( g \) has type \( \forall \beta. \beta \to ((\beta \times \text{Real}) \times (\beta \times \text{Real})) \). During the function application \( f(y, 1.0) \), the argument normally should be coerced by \( \text{WRap}[\beta \times \text{Real}] \), which depends on the runtime type \( \beta \).

In fact, neither \( f \) nor \( g \) really needs to know about \( \alpha \) and \( \beta \) at runtime; they would not take them as extra parameters, and values of type \( \alpha \times \alpha \) can be treated as single-word black boxes (as in the full-boxing approach). The coercion \( \text{WRap}[\beta \times \text{Real}] \) does not need to examine and uncover \( \beta \) as well. This is all right because we can tell from the types of \( f \) and \( g \) (which do not contain any list and array tycons) that none of the polymorphic lists and arrays involving \( \alpha \) (or \( \beta \)) will ever be exported outside function \( f \) (or \( g \)).

This observation can be made more precise as follows: given a polymorphic type \( \forall \alpha_1, \ldots, \alpha_n. \tau \), only those \( \alpha_i \)s that actually occurred inside the element type of the array tycon (or other incoercible tycons) would be treated as explicit runtime type parameters, all the rest type variables can simply be considered as the single-word black boxes.

This optimization does not affect separate compilation because all of these information can be solely deduced from the type itself. Since many polymorphic functions do not involve arrays, most runtime type manipulations can be eliminated.

Finally, the parametricity property discussed here may not hold for compilers that use tag-free garbage collections [33]. The precise relationship between the two is out of the scope of the current paper.
<table>
<thead>
<tr>
<th>Bmark</th>
<th>Old total (gc)</th>
<th>New total (gc)</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>boyer</td>
<td>0.97 (0.01)</td>
<td>0.97 (0.00)</td>
<td>1.00</td>
</tr>
<tr>
<td>ft</td>
<td>15.8 (2.96)</td>
<td>3.56 (0.00)</td>
<td>0.23</td>
</tr>
<tr>
<td>kb-comp</td>
<td>3.92 (0.33)</td>
<td>4.10 (0.36)</td>
<td>1.05</td>
</tr>
<tr>
<td>lexgen</td>
<td>5.20 (0.11)</td>
<td>3.80 (0.10)</td>
<td>0.73</td>
</tr>
<tr>
<td>life</td>
<td>0.63 (0.00)</td>
<td>0.63 (0.00)</td>
<td>1.00</td>
</tr>
<tr>
<td>mbrot</td>
<td>4.89 (0.00)</td>
<td>3.53 (0.00)</td>
<td>0.72</td>
</tr>
<tr>
<td>myacc</td>
<td>1.87 (0.14)</td>
<td>1.89 (0.10)</td>
<td>1.01</td>
</tr>
<tr>
<td>nucleic</td>
<td>3.18 (0.00)</td>
<td>2.09 (0.00)</td>
<td>0.66</td>
</tr>
<tr>
<td>sieve</td>
<td>0.46 (0.00)</td>
<td>0.46 (0.00)</td>
<td>1.00</td>
</tr>
<tr>
<td>simple</td>
<td>14.6 (1.59)</td>
<td>10.7 (0.00)</td>
<td>0.73</td>
</tr>
<tr>
<td>unzips</td>
<td>3.03 (0.02)</td>
<td>6.07 (0.17)</td>
<td>2.00</td>
</tr>
<tr>
<td>vliw</td>
<td>8.87 (0.06)</td>
<td>9.87 (0.06)</td>
<td>1.11</td>
</tr>
</tbody>
</table>

Figure 10: Performance Measurements (Execution Time)

5 Implementation

We have implemented the flexible representation analysis technique outlined above in an experimental version of the Standard ML of New Jersey compiler (v109.25m) [3, 32, 30]. To simplify the implementation, we avoid the variance problem by using partial boxing as the canonical boxed form. We used the standard technique of minimal typing derivations [32, 6] to eliminate local and unnecessary polymorphisms. We did not exploit the parametricity property (discussed in Section 4.3) in the current implementation.

All recursive and mutable tycons are treated as incercible tycons, just like pack in SRC. Lists are represented using the simply boxed representations shown in Figure 2b. The polymorphic array tycon is implemented specially: if the element type is real or int32, then we use the flat array, otherwise, we use the simply boxed array.

The only operations that require runtime type analysis are the coercion primitives (i.e., wrap and unwrap), the array primitives, and several conrep primitives (used to determine representations for concrete datatypes, with similar spirits to Appel [1, section 4.1]).

We compare the new technique with Leroy’s standard coercion-based approach. Here, Old is the type-based compiler described in Shao and Appel [32, 29]; New is the new compiler that implements the flexible representation analysis described in this paper. In Figure 10, we give the measurement results (in seconds) of running the Old and New compilers on twelve ML benchmarks on a Sun Sparc20 station with 128 Mbytes memory. For each benchmark, we measured the total execution time (including GC) and also the time spent on garbage collection.

Our measurements show that several benchmarks involving recursive and mutable types get from 27% – 77% speedups. For example, the nucleic benchmark involves large lists of type (real * real * real) list, originally it has to be fully boxed, but with our new scheme, they use more efficient simply boxed representations; the simple benchmark and the ft benchmark get speedup for the similar reasons (by using flat arrays). Benchmarks involving heavy polymorphic code (e.g., sieve, myacc, vliw, and knuth-bendix kb-comp) remain almost as efficient as before. We notice that most uses of polymorphic functions are to apply them
directly to monomorphic data structures or to polymorphic *incoercible* objects. The 5% to 10% slowdown on \texttt{kb-comp} and \texttt{vliw} is mostly caused by the extra runtime type passing in the \texttt{New} compiler. The \texttt{unzipr} benchmark illustrates a worst-case scenario on using partially (or simply) boxed representations; this benchmark calls the function \texttt{unzip} (defined in Section 2.2) and \texttt{zip} upon a 10000-element list of float pairs (e.g., \texttt{p} in Figure 1). Because of the extra coercions on each element, the \texttt{New} compiler runs nearly twice slower than the \texttt{Old} compiler. In the future, we plan to use more aggressive type specializations \cite{34} and to exploit the parametricity described in Section 4.3 to eliminate these overheads.

It is worth pointing out that the speedup we got here is likely similar to those found in the pure-type-passing compilers (e.g., \texttt{TIL} \cite{33}). The strength of our flexible framework lies, however, on the fact that we can achieve the speedup without paying heavy cost on the polymorphic code. We intend to do a detailed performance comparison between SML/NJ and TIL (on heavily polymorphic code) once the TIL compiler is made publicly available.

6 Related Work and Conclusions

The main idea of our flexible representation analysis technique is to explore the use of runtime type information to support more efficient coercions and more powerful boxing schemes. Previous coercion-based approaches \cite{19, 26, 27, 15, 32, 35} do not take advantage of runtime type information, so they can only use full boxing as its canonical boxed form. On the other hand, previous type-passing approaches \cite{25, 14, 24, 33} do not box polymorphic objects, so they require extensive runtime type analysis and code manipulations.

Most previous work on coercion-based approaches concentrate on how to use compile-time analysis to eliminate unnecessary coercions. Both Peyton Jones \cite{26} and Poulsen \cite{27} extend the type system to tag monomorphic types with a *boxy* annotation, and then statically determine when to use boxed representations. Henglein and Jorgensen \cite{15} present a term-rewriting method that translates a program with many coercions into one that contains a "formally optimal" set of coercions. Shao and Appel \cite{32} extended Leroy's scheme to the entire SML module language and also used *minimum typing derivations* \cite{6} to decrease the degree of polymorphism thus eliminate coercions. All these techniques still apply to our flexible approaches because the top-level \texttt{S} and \texttt{G} transformations in our scheme are almost identical to Leroy's original ones. What changed in our scheme is the interpretation of the primitive coercions \texttt{wrap}[7] and \texttt{unwrap}[7].

Morrison, \textit{et al.} \cite{25} described an implementation of Napier that passed types at runtime to determine the behavior of polymorphic operations. The type-passing approach was later formalized using $\lambda^\text{ML}_1$ by Harper and Morrisett \cite{14, 13, 24}; the \textit{intensional type analysis} framework they proposed is one of the main inspirations for the present work. Very recently, Tarditi and Morrisett, \textit{et al.} \cite{33, 24} have implemented the type-passing approach in their TIL compiler. Their preliminary measurements showed that using unboxed representations for recursive and mutable data structures can dramatically improve the performance of most of their (monomorphic) benchmarks. Unfortunately, since their compiler specialized all the polymorphic functions (in their benchmarks), it is still unclear how their type-passing approach would perform on heavily polymorphic and heavily functorized code. \footnote{By \textit{heavily polymorphic}, we mean code that involves extensive use of polymorphic functions, polymorphic data structures, and parameterized modules (functors) with type abstractions. It is unrealistic to specialize all polymorphic functions and functors in realistic applications (e.g., theorem provers, ML-kit compilers, SML/NJ Compilation Manager); many C++ templates users should have similar experience. Even Mark Jones's experiment \cite{16} only eliminates the use of type classes but not all the polymorphic functions.}

We have presented a new flexible representation analysis technique for the implementation of polymorphism
and abstract data types. Unlike any previous approaches, our new scheme supports unboxed representations for recursive and mutable types, yet it only requires little runtime type analysis. Our scheme is very flexible because it allows a continuum of possibilities between the coercion-based and the type-passing approaches. By varying the amount of boxing and the type information passed at runtime, a compiler can freely explore any point in the continuum, choosing from a wide range of representation strategies based on practical concerns (e.g., to avoid the vararg problem).
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